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Abstract

Immersive simulations are increasingly used for teaching and
training in many societally important arenas including health-
care, disaster response and science education. The interac-
tions of students in such settings leads to a complex array of
emergent outcomes that present challenges for analysis. This
paper studies a central element of such an analysis, namely
the interpretability of models for inferring structure in time
series data that are generated by the immersive simulations.
This problem is explored in the context of modeling stu-
dent interactions in an ecological-system simulation. Unsu-
pervised machine learning is applied to data on system dy-
namics with the aim of helping teachers determine the effects
of students’ actions on these dynamics. We address the ques-
tion of choosing the optimal machine learning model, consid-
ering both statistical information criteria and interpretabilty
quality. Our approach adapts two interpretability tests from
the literature that measure the agreement between the model
output and human judgment. The results of a user study show
that the models that are the best understood by people are not
those that optimize information theoretic criteria. This is a
challenge for education settings as we cannot guarantee op-
timally interpretable models by choosing to optimise a sta-
tistical metric. We conclude that it is important to consider
the interpretability of machine learning models as a separate
optimization objective to statistical likelihood metrics when
deploying models that hope to provide explanations of the
complex dynamics occurring in rich embodied simulations.

1 Introduction
There is increasing evidence of the value of multi-person
embodied simulations for engaging learners in a variety of
applications, such as healthcare, disaster response and sci-
ence education (Alinier et al. 2014; Amir and Gal 2013).
Such simulations involve multiple participants simultane-
ously executing actions that change the state of the simu-
lated world, emulating the social aspect of these problem
domains (Smørdal et al. 2012).

For example, consider Connected Worlds1, the system
studied in this paper. Connected Worlds is an immersive
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1https://nysci.org/home/exhibits/connected-worlds/

mixed-reality learning environment where students interact
with an ecological simulation and learn about the causal ef-
fects of their actions over time (Mallavarapu et al. 2019).
Students’ actions have both immediate and long-term ef-
fects on the simulation leading to a rich array of emergent
outcomes which engender diverse opportunities for learning.
We use Connected Worlds as it provides a good example of
an immersive simulation where the students’ simultaneous
actions result in complex responses from the system.

Participants in immersive simulations (both instructors
and students) need to understand how the aggregation of
the students’ individual actions affect the system dynamics
over time. However, no one person can possibly follow what
happens, even in a relatively short simulation. To provide
adequate support for participants, AI systems need to con-
sider not merely how well they model the data (e.g., log-
likelihood), but also how well people understand the repre-
sentations that are induced by the models that they employ.

This paper studies the interpretability problem: determin-
ing the model (from a set of candidates) that produces the
output that is best understood by people when it is presented
to them (Gilpin et al. 2018; Doshi-Velez and Kim 2017;
Caruana et al. 2015). We explore a trade-off between the
selection of models in an offline manner, to optimize a log-
likelihood objective, and the selection of models that max-
imise an interpretability score, that is operationalized via ex-
perimental tests with people.

We use hidden Markov models (HMMs) to model the dy-
namics of the immersive simulation, and we include an addi-
tional set of “sticky” hyperparameters which bias the transi-
tion dynamics of the latent state space (Fox et al. 2008). The
input to each model is a multidimensional time series rep-
resenting the system’s responses to students’ activities. The
output of the model is a segmentation of the time series into
a set of periods. Each period is a contiguous length of time
during which the system dynamics are stable (as judged by
the model). A period thus corresponds to a latent state in the
HMM which persists through time.

We applied two interpretability tests to our setting,
namely the Forward Simulation and Binary Forced Choice
tests (Doshi-Velez and Kim 2017). The tests visualize a
model’s output by presenting to people images of the sim-




